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Many complex systems deal with information from multiple sources. A system guiding a
pilot should be able to dynamically assimilate information from on board sensors and
communication. An autonomous robot, like its human counterpart, needs to interact with
its environment using multiple sensors and actuators. A system collecting multi-modal
information from information servers for presentation to the user should assimilate multiple
sources of information. One common feature in all these systems, varying in degrees of

autonomy, is the inherent dissimilarity of information sources. For example, in mobile
robot applications input information includes point range data from sonar, depth maps from
stereo and laser range-finder, motion and object location data from monocular camera, self
position information from GPS and landmark recognition, symbolic scene information
from a human operator, a priori information about objects in the scene from a map. All
these information, though unregistered and unsynchronized, are complementary and
describe a single environment and therefore all necessary for navigation tasks. This
disparate nature of this information, however, makes it difficult to "combine" different
information streams at the data level. Our research under this NASA funding developed a
novel scheme to assimilate "relevant" information into an "environment" model and

enabled the correct information to be made available at the fight time.

Assimilation of information from disparate sources had not received enough attention.
Much of the previous work in perception for complex systems has focused mainly on
single or similar sensors. Our framework takes advantage of the strengths of these
perception systems and handles disparate information, therefore overcomes the inherent
weaknesses of such systems. In our approach, we focus on relevant information content in
each information stream rather than the actual data itself. We use this to assimilate each

stream directly into a single representation: the Environment Model. The synergy between

disparate sources occurs through their common information content. We developed a
formal framework for assimilation of information from disparate sources. This formal
framework is based on a layered Environment Model to represent the state of an agent
perception, cognition and action. The assimilation of information into the Environment
Model in this framework is done in an exploratory fashion using expectations generated
using the existing state information. Under the NASA funding, we demonstrated these
concepts in two different contexts. In one context, we developed a Robo-cart that was
equipped with different sensors and was remotely controlled using hand gestures. This
cart was designed to mount disparate sensors so that we could perform experiments in
information assimilation for mobile robotics. The second application developed a system
that combined information from multiple cameras located in a courtyard. The signal from
each camera was partially processed and then assimilated in an environment model. The
environment model contained information about all objects in the environment and their



motioncharacteristics.A usercouldinteractwith theenvironmentmodelto getinformation
aboutanyobjectandtracktheobjectusingcontent-basedinteractivity.Manyexperiments
wereperformedusingthis system.In summary,thisNASA fundingallowedusto refine
theconceptsandtechniquesin informationassimilation.We developedtheconceptof the
environmentmodelfurtherandusedit in thecontextsof mobilerobotsandMultiple
PerspectiveInteractiveVideo.

Somepublicationsthatwereresultof atleastapartialsupportof theNASA awardarelisted
here. All thesepapersareavailableonourwebsite:vision.ucsd.edu.
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